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Convexity over a box
ÅA box ║isa set of the form:

ὄ ὼɴ ᴙ ὰ ὼ όȟὭ ρȟȣȟὲ

where ὰȟȣȟὰȟόȟȣȟό ᶰᴙwith ὰ όȢ

ÅA function █is convex over ║if 
Ὢ‗ὼ ρ ‗ώ ‗Ὢὼ ρ ‗Ὢώ

for any ὼȟώᶰὄand ‗ɴ πȟρȢ

ÅIf ║is full dimensional (i.e., ὰ ό, Ὥ ρȟȣȟὲ), 
this isequivalentto

Ὢὼṍπȟᶅὼɴ ὄȢ
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Complexity questions

ÅRestrictourselvesto polynomial functions.

ÅRelated work:

Theorem [Ahmadi, Olshevsky, Parrilo, Tsitsiklis]
It is strongly NP-hard to test (global) convexity of polynomials of degree 4.

ÅOne may hope that adding the restriction to a box could make things easier.
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Goal: study the complexity of testing convexity of a function over a box



Our theorem

Why are we interested in convexity over a box?
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Theorem [Ahmadi, H.]
It is strongly NP-hard to test convexity of polynomials of degree 3 over a box.

ÅNonconvex optimization: branch-and-bound

ÅPrior work: 
Å Sufficient conditions for convexity [Orbanet 

al.], [Grant et al.]
Å In practice, BARON, CVX, Gurobicheck 

convexity of quadratics and computationally 
tractable sufficient conditions for convexity

Detecting Imposing

ÅControl theory: convex Lyapunovfunctions

ÅStatistics: convex regression

[Ahmadi and Jungers]
[Chesiand Hung]



Question: What to 
do a reduction 

from?

Idea: A cubic polynomial Ὢis convex
over a (full-dimensional) box ὄif and 

only if Ὢὼṍπ, ᶅ ὼɴ ὄ

Ὢὼ is a matrix 
with entriesaffine 

in ●

Proof of the theorem

5

Theorem [Ahmadi, H.]
It is strongly NP-hard to test convexity of polynomials of degree 3 over a box.

How to prove this?

In general:

Theorem [Nemirovski]:
Let ὒὼ bea matrix with entries affine in ὼ. 

It isNP-hard to test whetherὒὼṍπfor all ὼin a full-dimensional box ὄȢ

Generic instance I 
of a known 

NP-hard problem

Instance J of 
problem we are 

interested in

Construct 
J from I

Reduction



Are we done?
No!
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Issue 1: We want to show strong NP-hardness. bŜƳƛǊƻǾǎƪƛΩǎresult shows weak NP-
hardness.

Issue 2: Not every affine polynomial matrix is a valid Hessian!

Example:ὒὼȟὼ
ρπ ςὼ ρ

ςὼ ρ ρπ
ȢWehave .



Dealing with Issue 1 (1/5)
Reminder: weak vs strong NP-hardness

ÅDistinction only concerns problems where input is numerical

ÅMax(I): largest number in magnitude that appears in the input of instance I 
(numerator or denominator)

ÅLength(I): number of bits it takes to write down input of instance I
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Strong Weak

ÅThere are instances Ὅthat are hard with 
Max(Ὅ) ὴ(Length(Ὅ)) (ὴis a polynomial)

Å No pseudo-polynomial algorithm possible 

Å Examples:

Max -Cut

Sat

ÅThe instances that are hard may contain 
numbers of large magnitude (e.g., ς .

Å Pseudo-polynomial algorithms possible 

Å Examples:

Partition

Knapsack



Dealing with Issue 1 (2/5)

Why weakly NP-hard?
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Theorem [Nemirovski]: INTERVAL-PSDNESS
Let ὒὼ bea matrix with entries affine in ὼ. 

It is (weakly) NP-hard to test whetherὒὼṍπfor all ὼin a full-dimensional box ὄȢ

PARTITION:

Input: ὥᶰᴙ such that ὥ πȢρ

Test: does there exist ὸɴ ρȟρ
such that Вὥὸ πȩ

INTERVAL PSDNESS

Construct: ὅ Ὅ ὥὥ ȟ

‘ ὲ Ὠ ὥȟwhere  Ὠὥ smallest cd of ὥȢ

Take: ὄ ρȟρ and ὒὼ
ὅ ὼ
ὼ ‘

.

Test: Is ὒὼṍπᶅ ὼɴ ὄȩ
Show: No to PARTITION ᵾ Yes to INTERVAL PSDNESS

REDUCTION

Weakly NP-hard
Operation that can make the numbers in the instance blow up

Example: ὃ

ρ π π π
ρ ρ π π
ể
ρ
Ệ
ρ
Ệ
ρ
π
ρ

but one of the entries of ὃ is ς !=ὥ
ὥ
ὥ ὥὥ

ὥ



Dealing with Issue 1 (3/5)
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Theorem [Ahmadi, H.]: INTERVAL-PSDNESS
Let ὒὼ bea matrix with entries affine in ὼ. 

It is strongly NP-hard to test whetherὒὼṍπfor all ὼin a full-dimensional box ὄȢ

MAX-CUT:

Input: simple graph G=(V,E)  with 
ὠ ὲand adj. matrix !ȟand a 

positive integer Ὧ ὲ

Test: does there exist a cut in the 
graph of size greater or equal to Ὧȩ

INTERVAL PSDNESS

Construct:  ȟὅ τὍ ὃ

‘
ὲ

τ
Ὧ ρ

ρ

τ
ὩὃὩ

Take: ὄ ρȟρ and  ὒὼ
ὅ ὼ
ὼ ‘

.

Test: Is ὒὼṍπᶅ ὼɴ ὄȩ
Show: No to MAX-CUT ᵾ Yes to INTERVAL PSDNESS

REDUCTION

Strongly NP-hard Taylor series of τὍ ὃ truncated at the first term

Scaling needed so that Ὅ ὃ Ὅ ὃ

Preserves strong 
NP-hardness



Dealing with Issue 1 (4/5)
In more detail: No to MAX-CUT ᵼYes to INTERVAL PSDNESS
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No cut in Ὃof size Ὧ ÍÁØ
ᶰ ȟ

Вȟὃ ρ ὼὼ Ὧ ρ

Size of largest cut in Ὃ

ᵾ

ᵾ

[ ÍÁØ
ᶰ ȟ

ὼὃὼ] ὩὃὩ Ὧ ρᵾ[ ÍÁØ
ᶰ ȟ

ὼ ὲ ρ Ὅ ὃὼ] 

ὩὃὩ Ὧ ρḧ‘

 ὲ ρ

Convex

ᵾ

[ ÍÁØ
ᶰ ȟ

ὼ Ὅ ὃὼ] ‘ ᵾ ὼ Ὅ ὃὼ ‘, ᶅ ὼɴ ρȟρ

ᵼ

ὼὅ ὼ ‘ , ᶅ ὼɴ ρȟρ

Approximation ὅ Ὅὃ

Approximation error

ᵼ

Schur
complement

ὒὼ
ὅ ὼ

ὼ ‘ ṍπȟᶅὼɴ ρȟρ



Dealing with Issue 1 (5/5)
For converse: Yes to MAX-CUT ᵼNo to INTERVAL PSDNESS

ÅInitial problem studied by Nemirovski

ÅOf independent interest in robust control
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There is a cut of size Ὧȡ

Let ὼ
ρÉÆÎÏÄÅὭÏÎÏÎÅÓÉÄÅÏÆÃÕÔ
ρÉÆÎÏÄÅὭÏÎÏÔÈÅÒÓÉÄÅÏÆÃÕÔ

ᵼ Similar steps      
to previously ᵼ ὼὅ ὼ ‘

σ

τ
‘
ρ

τ

ὼɱɴ ρȟρ s.t.ὒὼ 0
ᵼ

Corollary [Ahmadi, H.]: Let ὲbean integerand let ήȟή be rational numbers

withή ή and ή ή and ή ή for all Ὥ ρȟȣȟὲand Ὦ ρȟȣȟὲȢ

It is strongly NP-hard to test whether
all symmetricmatrices with entries in ήȠή are positive semidefinite.



Dealing with Issue 2 (1/3)

Proof: Reduction from INTERVAL PSDNESS
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Theorem [Ahmadi, H.] CONV3BOX
It is strongly NP-hard to test convexity of polynomials of degree 3 over a box.

INTERVAL PSDNESS
Input: ὒὼȟὄ

Test: Is ὒὼṍπȟᶅ ὼɴ ὄȩ

Problem: How to construct a cubic polynomial Ὢfromὒὼ?
Idea: Want Ὢὼ ὒὼȢ
Issue: Not all ὒὼ are validHessians! 

Key ideas for the construction of █ȡ

Å Start with █●ȟ◐ ◐╣╛●◐

Å ForὪὼȟώ to be able to be psdwhen ὒὼṍπ, we need to have 

a nonzero diagonal: add 
♪
●╣●to ὪὼȟώȢ

Å ὒὼ and Ὄώ do not depend on the same variable: what if 
ᶬὼȟώ s.t.ὒὼ πbut Ὄώ is not? The matrix cannot be psd: add 

ώώto ὪὼȟώȢ

Ὢὼȟώ
π

ρ

ς
Ὄώ

ρ

ς
Ὄώ ὒὼ

Ὢὼȟώ
♪╘▪

ρ

ς
Ὄώ

ρ

ς
Ὄώ ὒὼ

Ὢὼȟώ
♪╘▪

ρ

ς
Ὄώ

ρ

ς
Ὄώ ὒὼ –Ὅ

ᵼὪὼ
ρ

ς
ώὒὼώ



ς
ὼὼ

–

ς
ώώȟ ὄ ρȟρ



Dealing with Issue 2 (2/3)
Show NO to INTERVAL PSDNESS ᵼNO to CONV3BOX.

This is equivalent to:

Need to leverage extra structure of ὒὼȡὒὼ
ὅ ὼ

ὼ ‘
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ᶬӶὼɴ ρȟρ s.t. ὒ Ӷὼṍπᵼ ὼɱȟώᶰ ρȟρ ȟᾀs.t.ᾀὪὼȟώᾀ π

Ὢὼȟώ

Ὅ Ὄώ

Ὄώ

ὅ –Ὅ ὼ

ὼ ‘
ρ

τ
–

Ὢὼȟώ

Ὅ
╒ –Ὅ ●

●╣ Ⱨ –

ᾀὪὼȟώᾀ
π
ὅ Ӷὼ
ρ

Ὅ
╒ –Ὅ ●

●╣ Ⱨ –

π
ὅ Ӷὼ
ρ

‘
ρ

τ
Ӷὼὅ Ӷὼ –ρ ὅ Ӷὼ

as ╛●ṍ
Appropriately scaled so that 
ᾀὪὼȟώᾀremains<0.

Candidates:     ὼ Ӷὼȟ ώ πȟ ᾀ
π
ὅ Ӷὼ
ρ

Candidates:     ● ●ȟ ◐ ȟ ᾀ
π
ὅ Ӷὼ
ρ

Candidates:     ὼ Ӷὼȟ ώ πȟ ◑ ╒ ●



Dealing with Issue 2 (3/3)
Show YES to INTERVAL PSDNESS ᵼYES to CONV3BOX.

This is equivalent to:

.ǳǘΧ
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ὒὼṍπᶅ ὼɴ ρȟρ ᵼ Ὢὼȟώ
Ὅ

ρ

ς
Ὄώ

ρ

ς
Ὄώ ὒὼ –Ὅ

ṍπȟᶅ ὼȟώᶰ ρȟρ

ᵾ

ṍ
●ᶅᶰ ȟ ▪

(Assumption)

╛● Ɫ╘▪ ♪
╗◐╣╗◐ṍπȟᶅ ὼȟώᶰ ρȟρ

♪chosen large enough so that
ṍ ◐ᶅᶰ ȟ ▪

Ὢὼȟώṍπȟᶅ ὼȟώᶰ ρȟρ
Schur



Corollary
Completely classifies the complexity of testing convexity of a 
polynomial Ὢof degree Ὠover a box for anyintegerὨ ρȢ
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▀Ὠ ρ

Ὢisalways
convex

Ὠ ς

Ὢὼ
constant

Ὠ σ

Previous theorem 
(strongly NP-hard)

Ὠ τand above

Strongly NP-hard
Proof sketch: 
Å Ὣὼȟȣȟὼ cubicpolynomial for whichtesting

convexityover a box ὄishard

Å Ὢὼȟȣȟὼȟὼ Ὣὼȟȣȟὼ ὼ
Å ὄ ὄ πȟρ

We have Ὢὼȟὼ
Ὣὼ π

π ὨὨ ρὼ

ᵼὪὼȟὼ ṍπÏÎὄᵾ Ὣὼṍπonὄ



Summary
ÅInterested in testing convexity of a polynomial over a box.

ÅShowed that strongly NP-hard to test convexity of cubics over a box.

ÅGave a complete characterization of the complexity of testing convexity 
over a box depending on the degree of the polynomial.

ÅIn the process, strengthened a result on the complexity of testing 
positive semidefiniteness of symmetric matrices with entries belonging 
to intervals.
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Thank you for listening
Questions?

Want to learn more?

https://scholar.princeton.edu/ghall
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https://scholar.princeton.edu/ghall

